
4 FEYNMAN DIAGRAMS

II Quantum electrodynamics

4 Feynman diagrams

We introduce the representation of subatomic particle interactions using Feynman diagrams.
Richard Feynman invented these diagrams to provide intuition of the physical problem before
commencing more detailed calculations. Here we also use their intuitive simplicity as a ped-
agogical tool to introduce central concepts in particle physics. We will first use them in the
context of quantum electrodynamics (QED) is the microscopic theory of electromagnetism
containing electrons, positrons, and photons.

4.1 Electromagnetic scattering

In QED, we represent matter (and fermions generally) with an arrowed solid straight line
represents while a wiggly line represent photons (and spin-one bosons generally):

= electron (4.1)
= positron (4.2)
= photon (4.3)

We take the convention that electrons (matter) point to the right→, and positrons (antimatter)
point to the left←. By themselves, these diagrams represent particles freely flying through
space. Next, we represent the only interaction in QED by a vertex that may only connect two
fermions with one photon:

e−

e+

γ
gEM = e

(4.4)
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This represents an interaction with strength set by the electromagnetic coupling gEM ∝ e,
which is proportional to the electric charge e

g2
EM =

e2

ε0h̄c
= 4παEM (4.5)

where αEM is the fine structure constant. This is the small dimensionless real number

αEM =
e2

4πε0h̄c
≃ 1

137
≃ 0.0073. (4.6)

The electric charge has the size e =
√

4παε0h̄c, such that in natural Heaviside–Lorentz units
e =
√

4πα ≈ 0.3.
More generally, a particle with multiplicative units of electric charge Q f e simple rescales

the vertex factor

gEM→ gEMQ f . (4.7)

The QED vertex of equation (4.4) respects charge conservation: if one arrow goes into the
vertex, the other arrow must leave. This is why I like to view the direction of the arrow in
the straight line as a reminder of the flow of (negative) electric charge analogous to electric
current in circuits. Historically, the literature likes to talk about positrons as negative energy
states flowing backwards in time Et→ (−E)(−t) called the Feynman–Stückelberg interpre-
tation. Figure 24 shows the basic anatomy of a Feynman diagram representing an interaction
via the exchange of a mediator.

— 54 —



4 FEYNMAN DIAGRAMS ELECTROMAGNETIC SCATTERING
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Figure 24: Schematic of Feynman diagram. Left shows two initial and and right shows
two final states. An interaction is realised as the upper particle emits a mediator at vertex A,
which is absorbed by the lower particle at vertex B.

With the basic ingredients of 4.3 and 4.4, we can draw the canonical interactions of
quantum electrodynamics:

γ

e−

e−

e−

e−

(a) e−e−→ e−e−: electron scattering

e−

e+

γ

γ

(b) e−e+→ γγ: pair annihilation

e−

γ

γ

e−

(c) e−γ → e−γ: Compton scattering

γ

γ

e+

e−

(d) γγ→ e−e+: pair creation (Breit-Wheeler)

Figure 25: QED 2-to-2 scattering processes. This involves electrons, positrons and pho-
tons in quantum electrodynamics interacting via the fundamental QED vertex (4.4).
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• Figure 25 shows various interactions involving electrons, positrons and photons: (25a)
an electron e− scattering off another electron via a virtual photon γ .

• Figure 25b an electron meeting a positron e−e+ and annihilating into two photons.

• Figure 25c shows Compton scattering where an electron scatters off a photon.

• Figure 25d shows the creation of an electron-positron pair from two photons. This is
called the Breit–Wheeler process after Gregory Breit and John A. Wheeler studied this
process in a Physical Review paper entitled “Collision of Two Light Quanta” [44] in
1934 while they both worked here at New York University. Today, I myself actively
research this process alongside pair creation of other particles, namely γγ → µµ and
γγ → ττ at the Large Hadron Collider.

We follow the common convention that places the initial states of a reaction on the left and
final states on the right of a Feynman diagram.

4.2 Virtual particles

The exchange of virtual particles is the quantum mechanical description of force. Let us
zoom into a particular Feynman diagram for closer analysis. Consider the interaction 1+2 X→
1′+2′:

X

2

1

2′

1′

g2X

g1X

= X

2

1

2′

1′

+ X

2

1

2′

1′

. (4.8)

We describe X as a virtual particle that is exchanged because it does not appear in
the final states. For time flowing left-to-right →, the Feynman diagram is equal to the su-
perposition of the two time-ordered diagrams on the right. It is momentarily created and
annihilated at the vertices. In special relativity, we can work in the rest frame of particle
1 to conserve energy and momentum at the vertex g1X , writing in four-momentum notation
P= (E/c,p) = (E, px, py, pz):

P1→ P1′+PX (4.9)
(

m1

0

)
→
(

E1

p1

)
+

(
EX

−p1

)
. (4.10)
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So the energies of particles 1 and X on the right-hand side are

E2
1 = p2

1 +(m1)
2 and E2

X = p2
1 +(mX)

2

where p1 = |p1|. Now consider the energy difference before and after the process at vertex
g1X :

∆E = (E1 +EX)−m1→





2p1, p1≫ m1

mX , p1≪ mX
.

We find ∆E ̸= 0 ∀ p1 meaning energy cannot be conserved at the vertex g1X . This seems
alarming, but we recall the energy–time uncertainty relation in quantum mechanics ∆E∆t ≳
h̄. This states that it is not possible to definitively know the precise energy of a system within
a finite time. The “violation” of energy conservation is allowed for a duration of ∆t ≤ h̄/∆E.
Using ∆E ≥mX , we also infer the distance d for any exchange particle X to propagate before
being absorbed by particle 2 is restricted by

d ≤ R≡ h̄c
mX c2 . (4.11)

We define R as the range of the exchange particle and by implication the force. In general,
4-momentum need not be strictly conserved at a vertex. Note that for mass particles such as
photons mX → 0, R→ ∞ implying infinite range for electromagnetism.

Mandelstam variables Particle physicists often adopt a notational conventional for any
scattering of two initial and two final states (called 2-to-2 scattering) to describe various
momenta exchanged that are Lorentz invariant. Using the labels in figure 4.8, these are
called the Mandelstam variables and defined as:

s = (P1 +P2)
2, (4.12)

t = (P1−P1′)
2, (4.13)

u = (P1−P2′)
2. (4.14)

(4.15)

The
√

s equivalent to the centre-of-mass energy of the initial state system, and is widely
used at particle accelerators. Meanwhile,

√
t is often seen when describing the momentum

exchange.
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4.3 Scattering and propagators

In quantum mechanics, we model interactions using potentials in the Hamiltonian of Schrödinger’s
equation. This allows us to calculate a matrix M of final state | f ⟩ occurring due to a potential
V given we start with initial state |i⟩:

M f i = ⟨ f |V |i⟩=
∫

ψ fV ψi dr. (4.16)

This has the heuristic:

M f i = |prepare initial states⟩ → interaction happens → |measure final states⟩. (4.17)

At this point, let us briefly review a selection of key results from scattering theory presented in
non-relativistic quantum mechanics classes. Assuming the incident particle is a momentum
eigenstate |φ⟩ = |k⟩ of the free Hamiltonian H0 = k2/2m. We can write this in position
representation as a plane wave

⟨r|φ⟩= φ0(r) =
1

(2π)3/2 eik·r (4.18)

normalised35 by (2π)3/2. We work with sufficiently localised potentials such that V → 0
in the limit |r| → ∞. Quoting some results from standard quantum mechanics textbooks, the
asymptotic solution to scattering off a potential V (r) in three dimensions is a superposition
of the incident plane and spherical waves scattered forward, denoted ψ+:

ψ(r) r→∞−→ φ0(r)+ψ+(r) =
1

(2π)3/2

[
eik·r + f (k′,k)

eikr

r

]
, (4.19)

where r is the asymptotic observation position and f (k′,k) is the scattering amplitude:

f (k′,k) =−(2π)3

4π
2m⟨k′|V |ψ+⟩. (4.20)

This f (k′,k) contains all the information about the incident waves scattering off the potential
V . In (4.19), we neglect the interference between the incident wave (first term) and the
scattered spherical waves (second term).

We commonly work in the regime H0≫V where the kinetic energy of the incident beam
dominates over the scattering potential. Then the scattering beam is, to a first approximation,

35This slightly awkward normalisation will cause factors of 1/(2π)3 to appear in our Fourier transform like
expressions going from space to momentum. This is sometimes known as the ‘physicist’ normalisation for
Fourier transforms as opposed to the ‘mathematician’ 1/(2π)3/2 normalisation.
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unchanged by V . So the final state of the system |ψ+⟩ is approximately equal to the initial
momentum eigenstate |k⟩. It is possible to expand the scattering amplitude (4.20) as a Born
series and keeping the leading term we have

f (1)(k′,k) =−(2π)3

4π
2m⟨k′|V |k⟩ (4.21)

So given a scattering potential V , we find the scattering amplitude f (1)(k′,k) is given by
f (1)(k′,k) ∝ ⟨k′|V |k⟩. Using the completeness relation

∫
d3r |r⟩⟨r| twice, we can recast

(4.21) into the position representation:

⟨k′|V |k⟩=
∫

d3r′
∫

d3r⟨k′|r′⟩⟨r′|V |r⟩⟨r|k⟩=
∫

d3r⟨k′|r⟩V (r)⟨r|k⟩, (4.22)

where in the second equality, we apply a sufficiently localised potential ⟨r′|V |r⟩=V (r′)δ (3)(r′−
r) such that integrating over the r′ sends r′→ r. Using the momentum eigenstates in position
representation (4.18) we obtain

⟨k′|V |k⟩= 1
(2π)3

∫
d3r V (r)eiq·r (4.23)

This is the central result of the Born approximation, which states that the scattering ampli-
tude f (1)(k′,k) is proportional to the Fourier transform of the scattering potential V (r) in
momentum transfer space q ≡ ∆k = k−k′. Recall from quantum mechanics that the prob-
ability current density formula is j = 1

2mi(ψ
∗∇ψ−ψ∇ψ∗). Applying this to (4.19), we find

the differential cross-section is the modulus square of the scattering amplitude (4.20):

dσ
dΩ

=
r2|jscat|
|jinc| = | f (k′,k)|2. (4.24)

This connects the theoretical scattering amplitude f (k′,k) with an observable dσ/dΩ. The
interpretation of (4.24) is that dσ is the probability incident particles are scattered into the
solid angle element dΩ. By performing scattering measurements of the differential cross-
section (4.24), we can inverse Fourier transform to infer the scattering potential V (r).

You may be feeling déjà-vu from optics classes? This because indeed you have seen
the same effect as light or electrons passes through a single slit experiment (figure 26). The
interference pattern f (k) of wiggles you see on a screen far away from the slits is precisely
the Fourier transform of the slit aperture a(x)

f (k) ∝
∫

a(x)eik·(x−x′)d3x′. (4.25)
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Figure 26: Diffraction pattern as Fourier transform. The interference pattern viewed
far away by an observer is the Fourier transform of the aperture during waves scattering. In
quantum mechanical scattering, the scattering amplitude is analogously the Fourier transform
of the potential. Figure: tikz.net.

This is simply how waves behave! The wiggles encode all the information of ingoing waves
interacting with the slits. In the quantum mechanical scattering, we have generalised the op-
tical slits into any localised potential V (r). This is actually how the path integral formulation
of quantum mechanics works. As the slit width is taken to infinity, the amplitude is the sum
of all possible paths taken.

We can model the range R of a force by adding an exponential function that decays
rapidly e−r/R to a 1/r potential familiar from a classical Coulomb electrostatic force:

VY (r) =−
g2

4π
e−r/R

r
. (4.26)

We call this the Yukawa potential, after Hideki Yukawa who studied this for the strong nu-
clear force. Here, g is the coupling constant and R is the characteristic range of the potential
according to (4.11). For those who enjoy multivariate calculus, we can align the momen-
tum transfer q in the z direction such that q · r = |q|r cosθ , we can perform the integral over
spherical polar coordinates with d3r = r2 sinθdrdθdφ :

⟨k′|VY |k⟩=−
1

(2π)3
g2

4π

∫ ∞

r=0

∫ π

θ=0

∫ 2π

φ=0

e−r/R

r
ei|q|r cosθ r2 sinθdrdθdφ (4.27)

To evaluate the angular parts of the integral, we can perform a change of variables z =

cosθ ,dz =−sinθdθ to yield the radial integral

⟨k′|VY |k⟩=−
g2

(2π)3
1

2iq

∫ ∞

0

[
e(i|q|−mX )r− e−(i|q|+mX )r

]
dr. (4.28)
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Finishing this and overcoming some more algebra36, the scattering amplitude becomes

⟨k′|VY |k⟩=−
g2

(2π)3
1

|q|2 +(mX)2 . (4.29)

The coupling constant g paramterises the strength of the interaction. The two factors of g
corresponds to the two vertices where the exchange particle X is created and annihilated. In
general, for an amplitude calculation involving N vertices, there are N factors of g. Thus N
is the order of the amplitude. We also identify the propagator:

− 1
|q|2 +(mX)2 (4.30)

This represents the associated momentum and mass exchanged in the interaction. In relativis-
tic formulations, this expression (4.30) generalises to the relativistic Feynman propagator:

P =
1

Q2− (mX)2 , (4.31)

where Q and mX are the 4-momentum and invariant mass of the exchange particle X , re-
spectively, involved in the interaction. For those taking quantum field theory, this is formally
related to the Green’s function G(k) of the Klein–Gordon equation (3.37) in Fourier space:

(□+m2)G(x− y) = δ (x− y) ⇒ (−k2 +m2)G(k) = 1. (4.32)

We find that these virtual particles do not satisfy the usual P2 relation:

Q2 = E2
X −kX ·kX ̸= (mX)

2. (4.33)

We call this inequality being off mass-shell and is required otherwise the propagator di-
verges. In general, the scattering amplitude of order N is related to the vertex factor gq f and
the propagator P of the virtual exchange particle by:

⟨k′|V |k⟩ ∝ M f i =
(gq f )

N

Q2− (mX)2 . (4.34)

For electromagnetic interactions, we need to calculate the amplitude ⟨ f |VEM|i⟩ where VEM

is the Coulomb potential. This is the Yukawa potential in the infinite range limit R→ ∞, or
equivalently the mass of the mediator to zero mX → 0, as expected for massless photons.

36Physically, we can invoke the far-distance argument, where the exponent vanishes
limr→∞ exp[(i|q|−mx)r] → 0 in the r → ∞ limit. The imaginary part of the argument causes oscilla-
tions while the real part exponentially decays as r→ ∞, implying no part of the exponent grows and we can
therefore assume it vanishes in a physically sensibly manner. For those who have taken complex analysis
classes, a more rigorous treatment uses contour integrals to evaluate this in the complex plane and applies the
residue theorem for each pole.
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4.4 Gauge theory of electrodynamics

The quantum field theory classes cover this topic in far greater detail, but let us sketch out
the main arguments for those not taking that course or for review. The gauge theory of elec-
trodynamics is the simplest such theory of nature, and the prototype for generalisation to the
strong and weak forces. From Maxwell’s equations (3.20), we can write the electromagnetic
fields in terms of the electric φ and magnetic A potentials as derivatives

E =−∇∇∇φ − ∂A
∂ t

, B =∇∇∇×A. (4.35)

We can form the electromagnetic four-potential, which transforms as a four-vector

Aµ =

(
φ
A

)
. (4.36)

The fields E,B remain invariant up to a gauge transformation to a function χ(x) whose space-
time derivative exist

Aµ → A′µ =

(
φ −∂t χ
A+∇∇∇χ

)
. (4.37)

Electromagnetic fields remain invariant under such a transformation, which is a statement of
gauge invariance. Recalling Aµ = ηµνAν =

(
φ
−A

)
and ∂ν =

(
∂t
+∇∇∇

)
, we can write the gauge

transformation in four-vector form as

Aµ → A′µ = Aµ −∂µ χ(x). (4.38)

In classical mechanics, we can define a Lagrangian L(x, ẋ) = T −V for kinetic T and
potential V energies such that Euler–Lagrange equation gives the equation of motion ∂L

∂x =
d
dt

∂L
∂ ẋ . It turns out we can extend this formalism to describe classical fields ψ(xµ) that man-

ifestly respect Lorentz invariance. We do this with a Lagrangian37 L (ψ,∂µψ) = T −V

by identifying x→ ψ(xµ) and its four-derivative ẋ→ ∂µψ and applying the Euler–Lagrange
equation yields the equation of motion

∂L

∂ψ
= ∂µ

(
∂L

∂ (∂µψ)

)
. (4.39)

This is a ridiculously quick review of field theory, where further details about how this is
quantised appears in Quantum Field Theory classes and textbooks.

37Technically L is the Lagrangian density L =
∫

d4xL but textbooks often drop “density” for brevity.
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The Dirac equation of motion (3.49) is given by to the Lagrangian

LDirac = ψ̄(iγµ∂µ −m)ψ. (4.40)

The minimal coupling prescription of spin-half particles interacting with electromagnetism
promotes the partial derivative in the Dirac equation to a covariant derivative:

∂µ → Dµ = ∂µ + ieAµ . (4.41)

So the Dirac Lagrangian becomes:

L = ψ̄(iγµDµ −m)ψ. (4.42)

The Lagrangian (4.42) is invariant under a global complex phase. Mathematically, we see
this with the transformation

ψ → ψ ′ = ψ(x)e−iα , global U(1) (4.43)

where α is a constant and the Lagrangian remains invariant because the ψ̄ introduces a factor
of e+iα . We call this a global U(1) symmetry of Dirac theory. This is a continuous symmetry
so by Emmy Noether’s theorem38, there is a conserved current

jµ = ψ̄γµψ. (4.44)

This spinor current jµ couples to the electromagnetic field Aµ in the covariant derivative
leading to the QED interaction vertex:

e
= ieAµ jµ = ieAµ ψ̄γµψ. (4.45)

Now let us change the global complex phase into a local complex phase such that it
depends on spacetime α → α(x)

ψ → ψ ′ = ψ(x)e−iα(x), local U(1). (4.46)

38For field theorists among our readers, this is technically a slightly stronger requirement that there is a
symmetry of the action S =

∫
d4xLDirac, where LDirac = ψ̄(iγµ Dµ−m)ψ is the Dirac Lagrangian. In this case,

this global U(1) symmetry exists for the equation of motion, Lagrangian, and action.
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We call this a local U(1) transformation. As the exponent is now a function of spacetime,
the product rule applies for the derivative so the Dirac equation becomes

(iγµDµ −m)ψ → [iγµ(∂µ − i∂µα︸︷︷︸
extra

+ieAµ)−m]ψ ′. (4.47)

We now see this seems to have lost the U(1) symmetry due to the extra piece i∂µα(x) from
the product rule.

But worry not, we can restore the invariance via the gauge transformation of the photon
field (4.38): Aµ → A′µ = Aµ − ∂µ χ(x). If we perform the local U(1) transformation on
ψ → ψe−iα(x) and gauge transformation Aµ → Aµ −∂µ χ(x) simultaneously, we can restore
the invariance of the Dirac equation by identifying

χ(x) =
α(x)

e
. (4.48)

So now we can state equation (4.42) is invariant under the simultaneous transformations:

ψ → ψe−iα(x), local U(1) transformation, (4.49)

Aµ → Aµ − 1
e

∂ µα(x), gauge transformation. (4.50)

This is the gauge theory of electromagnetism. Its mathematical simplicity belies its pro-
fundity that forces are deeply intertwined with local spacetime and gauge symmetries. By
itself, embedding the two ± physical polarisations of the photon ε± into the four degrees of
freedom of a Lorentz vector Aµ results in gauge redundancy.

However, in quantum mechanics, the potential Aµ seems more fundamental, which is
what that couples to the complex phase of particle amplitudes. Figure 27 shows an electron
traversing spacetime. Its wavefunction ψ acquires a complex phase that changes with its po-
sition and time, which is determined by the gauge freedom of the electromagnetic potential
Aµ . In the case of U(1) electromagnetism, the phase traces out a circle, which is sometimes
called the internal space. This is a manifestation of the Aharanov–Bohm effect, which is an
experimental demonstration that a non-zero potential Aµ imparts a phase shift to the wave-
function even when the fields (first derivative of potentials) are zero.

The electromagnetic field strength tensor is given by

Fµν = ∂ µAν −∂ νAµ . (4.51)
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x

t ψeiα

ψ

Aµ

Aµ–∂µα/e

Internal space

Spacetime

Figure 27: Sketch of gauge theory. A particle moving through spacetime in the presence
of a non-trivial vector potential Aµ . The wavefunction acquires a change in local phase
ψ → ψe−iα(x), whose internal space of U(1) electromagnetism is a circle. The phase change
corresponds to a change in the gauge potential Aµ → Aµ − 1

e ∂ µα .

It is a traceless antisymmetric object that transforms as a tensor F ′µν = Λµ
ρ Λν

σ Fρσ . We can
write out in time-space coordinates in terms of the electric E and magnetic B fields as:

Fµν =




0 −Ex −Ey −Ez

Ex 0 −Bz By

Ey Bz 0 −Bx

Ez −By Bx 0


 . (4.52)

The field tensor Fµν is gauge invariant by construction i.e. is invariant under a gauge trans-
formation (4.50). The inhomogeneous Maxwell equations, namely Gauss’ and Ampère’s
laws, in the presence of sources jν is written in manifestly covariant form as

∂µFµν = jν . (4.53)

The source-free Maxwell equations are then written as

∂µFµν =□Aν −∂ ν(∂µAµ) = 0. (4.54)

The Lagrangian that produces this equation of motion upon applying the Euler–Lagrange
equation is

LMaxwell =−
1
4

FµνFµν . (4.55)

— 65 —



4 FEYNMAN DIAGRAMS GAUGE THEORY OF ELECTRODYNAMICS

The homogeneous Maxwell equations (no magnetic monopoles and Faraday’s law) are cap-
tured by the Bianchi identity ∂µFνσ + ∂νFσ µ + ∂σ Fµν = 0. Combining the Maxwell and
Dirac Lagrangian (4.42) gives

LQED =−1
4

FµνFµν + ψ̄(iγµDµ −m)ψ. (4.56)

This is the Lagrangian for the theory of quantum electrodynamics. It is a marvel that this is
our most precise description of electromagnetism and the prototype for the nuclear forces in
the Standard Model.

Gauge fixing

We are always free to choose Aµ to satisfy the Lorenz39 gauge

∂µAµ = 0. (4.57)

To see this, say we acquired a gauge field Aµ that instead satisfies

∂µAµ = f (x), (4.58)

where f (x) is some non-zero well-behaved function. We are always free to perform a gauge
transformation (4.50) to yield

∂µAµ −□χ = f (x). (4.59)

If we wish to recover the Lorenz gauge ∂µAµ = 0, we require this condition to hold:

□χ =− f (x). (4.60)

This is the inhomogeneous wave equation which may always be solved for solutions. Hence
we are always free to choose the Lorenz gauge.

In the Lorenz gauge, Maxwell’s equations (4.54) reduce to a wave equation

□Aµ = 0, (4.61)

39This is named after Ludvig Lorenz (1829–1891), not Hendrik Lorentz (1853–1928) of the Lorentz transfor-
mations. Sometimes the literature calls this the ‘Lorentz’ gauge. Unfortunate misattribution aside, it is indeed
a Lorentz covariant choice. Even worse, the pair have a Lorenz-Lorentz equation named after them. All this is
not to be confused with Edward Lorenz (1917–2008) of the Lorenz attractor, pioneer of chaos theory.
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which has solutions of the form

Aµ =
∫ d4k

(2π)4 εµ(k)e−ik·x. (4.62)

This has the form of a massless Klein–Gordon equation so analogous to (4.31), the relativistic
photon propagator is simply

P =
1
k2 . (4.63)

All our wonderful mathematics seem to imply the free electromagnetic field has four degrees
of freedom. We know that there are two polarisations of free electromagnetic waves. There
must be two constraints to ground us back to reality:

1. Choose (Lorenz) gauge
In (4.62) εµ is the polarisation vector. The Lorenz gauge (4.57) now becomes a
statement of 4-orthogonality:

kµεµ = 0. (4.64)

This now fixes one component of εµ in terms of the other three. For example, given
our vectors are

kµ =

(
k0

k

)
, εµ =

(
ε0

εεε

)
, (4.65)

the timelike component is completely determined by the spacelike ones:

k0ε0 = k ·εεε. (4.66)

We are down to 3 spatial independent components of εµ . One more to go.

2. Fix residual gauge freedom
Gauge freedom (4.50) in Fourier space becomes

Aµ → Ãµ = Aµ +akµ , (4.67)

where a is some scalar. From (4.62) corresponds to the polarisation vector being de-
fined up to scalar multiple of kµ i.e. we can take

εµ → ε̃µ = εµ +akµ (4.68)

This still satisfies the gauge condition (4.64) because kµkµ = 0 for free fields. As we
are free to add multiples of kµ to εµ , let us choose a = −ε0/k0 such that the timelike
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component of our redefined polarisation vector vanishes ε0 = 0. Then we obtain a
statement of 3-orthogonality in the spatial degrees of freedom:

k ·εεε = 0. (4.69)

This is in fact equivalent to imposing the Coulomb gauge ∇∇∇ ·A = 0. There are thus
only two independent components of εεε perpendicular to k.

Without loss of generality we can align our z axis along the momentum of our electromag-
netic wave, allowing us to choose kµ and our two polarisation vectors εµ

1,2 to be

kµ =




k0

0
0
k0


 , εµ

1 =




0
1
0
0


 , εµ

2 =




0
0
1
0


 . (4.70)

This is equivalent to vertical and horizontal polarised photons. One could also choose circular
polarised photons

εµ
1 =

1√
2




0
1
i
0


 , εµ

2 =
1√
2




0
1
−i
0


 . (4.71)

The polarisation vectors satisfy the orthonormality condition:

εεελ ·εεελ ′ = δλλ ′ ⇔ (ελ )
µ(ελ ′)µ =−δλλ ′. (4.72)

Finally the full Fourier decomposition of Aµ is

Aµ(x) =
∫ d3k

(2π)32Ek

2

∑
λ=1

[
ak,λ εµ

λ (k)e
−ik·x +a∗k,λ εµ

λ (k)e
−ik·x

]
(4.73)

These are the plane wave solutions, showing the photon as a superposition of the two polari-
sation states λ = 1,2 over all available momenta k.

QED Feynman rules

A class in particle physics would not be complete without stating some Feynman rules. These
are algorithms for calculating a cross-section or decay, which are usually derived in QFT
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classes. You can look these up in textbooks and for completeness, let us print them here. For
on-shell initial and final states, we have:

Ingoing Outgoing

e− = u(p) e− = ū(p) (4.74)

e+ = v(p) e+ = v̄(p) (4.75)
γ = εµ γ = ε∗µ (4.76)

For off-shell internal lines denoted by ∗, the propagators are

e∗ =
i(γµkµ +m)

k2−m2 , (4.77)

γ∗ =
−iηµν

k2 . (4.78)

The interaction vertex is the electric charge e:

e
= ieγµ . (4.79)

Using these Feynman rules, we can draw Feynman diagrams then immediately write down
the mathematical amplitude. As an example, Bhabba scattering involves e−e+→ e−e+ for
which an s-channel diagram is

p1, a

p2, b

k

p4, d

p3, c

γ∗

e−

e+

e+

e−

∝ [v̄d(p4)(ieγµ)uc(p3)]︸ ︷︷ ︸
outgoing

ηµν

(p1 + p2)2
︸ ︷︷ ︸

propagator

[v̄a(p1)(ieγν)ub(p2)]︸ ︷︷ ︸
ingoing

,

(4.80)
where we apply momentum conservation for k = p1 + p2 and the letters a,b,c,d denote the
spinor indices.
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5 Scattering experiments

Scattering forms the experimental basis for studying particle physics. We just saw how to
draw electromagnetic scattering processes as Feynman diagrams to represent the microscopic
interaction. We now turn to connecting this to experiments of how we actually electrons and
positrons to high energy before measuring how they interact. Typical experiments involve
measuring the production rates of final states when a beam of particles is incident on a target.

5.1 Linear particle accelerators

Without realising it, the Crookes tubes used in the nineteenth century to study cathode rays
constituted the first electron linear accelerators. The principle of a linear accelerator (linac)
is to exploit the fact electric charges experience the Lorentz force and therefore accelerate in
an electric field. Accelerating charged particles feel the Lorentz force

m
d2x
dt2 = f = Q

(
E+

dx
dt
×B

)
. (5.1)

A motivation was Gamow’s calculations that there is a finite probability of overcoming the
Coulomb potential of a lithium nucleus using a proton into two helium nuclei:

p+7
3 Li→ 4

2He+4
2 He (5.2)

In 1932, John Cockcroft and Ernest Walton built the eponymous Cockroft–Walton gen-
erator could accelerate protons up to 700 keV at the Cavendish Laboratory, Cambridge
(figure 28a). This apparatus constituted the first linear accelerator of a hadron that reached
sufficient energies above 150 keV to induce the artificial transmutation of atomic nuclei [45].
They were also able to test the energy–mass equivalence E = mc2. Figure 28b shows a quaint
model built for museum display of the original experiment at the Cavendish Laboratory 40.

The key technological development was the voltage multiplier converting low-voltage
alternating current into high-voltage direct current via a series of capacitors and diodes. This
became a successful technology that was used by the likes of Fermilab and CERN as the ini-
tial stages of proton injection through the twentieth century (figure 29b). A contemporaneous
device was the van der Graff generator.

Another major development is the drift tube linac (figure 30). Inside a vacuum drift
tube, a series of cylindrical tubes establishes a series of uniform electric field between each

40A wonderful photograph of Walton himself sitting in the viewing chamber is available here: https://
cudl.lib.cam.ac.uk/view/PH-CAVENDISH-P-00557/1
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(a) Schematic diagram (b) Scale model

Figure 28: Cockroft–Walton accelerator apparatus. The first linear accelerator of protons
was constructed in 1932 at Cambridge University and used in the first artificial transmutation
of atomic nuclei. Images: Fermilab, Science Museum/W Lamprey.

tube. The injected charged particle, here an electron e−, experiences a force f = eE and
accelerates between the tubes.

When the electron exits the first tube, a radio frequency driver generating a square wave
inverts the voltage polarity of all tubes ±V → ∓V . This ensures the force vector always
points in the same direction so the particle keeps accelerating.

If the polarity inversion were not synchronised to each electron exit, the electric field
would decelerate the electron. We can then repeat this principle to accelerate beams up to
very high energies and is highly efficient because the electron does not lose energy in any
region. The main engineering limitations are a) producing large enough potential differences
between each tube and b) constructing very long beamlines. Among the most powerful linear
accelerator built is the Stanford Linear Accelerator (figure 31), which reaches two miles in
length.

Rolf Widerøe developed the drift tube concept. For an oscillation frequency f of the
driving oscillator, the length li of drift tube i, and βi the velocity of the accelerated particle
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C1

D1

D2

D3

D4

C2

C3

C4

Vout

Vin

(a) Voltage multiplier (b) CERN CW multiplier

Figure 29: Cockroft–Walton (CW) voltage multiplier. (a) Crucial to reaching large volt-
ages was the invention of the CW voltage multiplier scheme charging capacitors with an
alternating current. (b) the 800 kV CW generator used until 1993 at CERN for pre-injection
into the linear accelerator. Image: CERN [46].

when entering it, the condition that the particle remains in phase is established whenever

li =
βic
2 f

. (5.3)

5.2 Luminosity and cross-sections

To do science, we must use our theory to make measurable predictions. The cross-section is
the most common observable in scattering experiments which justifies its study.
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e–

l1

+V –V +V –V

l2 l3 l4

e–
–V +V –V +V

Figure 30: My cartoon of the drift tube linac concept. The injected particle accelerates
outside the drift tubes wherein the particle traverses at constant velocity (single arrowhead).
The acceleration region is in between the drift tubes (double arrowhead), which must increase
in length li with increasing particle velocity. The lower sketch depicts the inverted polarity
to ensure the particle accelerates in the same direction as before.

Figure 31: Stanford Linear Accelerator. This was the most powerful linear accelerator of
electrons and positrons [47].
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Particle accelerators have two beams that are aimed at each other:

A

N1

v1

A

N2

v2

The particle flux Φ of a beam is the number of particles per unit area per unit time

Φ = nivi =
Ṅi

A
(5.4)

• ni: particle number density (number per unit volume) of incident beam,

• vi: velocity of incident particles in beam,

• Ṅi: rate of incident projectiles number per unit time,

• A: cross-sectional area of incident beam.

Given the incident beam illuminates Nt targets, the effective area of interaction is S = Ntσr,
where σr is cross-section of the reaction r with rate wr

σr =
wr

ΦNt
. (5.5)

To obtain a better feel for this expression, rewrite this using (5.4):

wr = ṄiNtPscat, (5.6)

where Pscat ≡ σr/A is interpreted as the scattering probability. So we see the reaction rate
wr is the rate of incident projectiles Ṅi incident on Nt targets multiplied by the probability
of interaction. Often we consider the number density of the targets nt in some material of
thickness x such that Nt = ntAx.

High-energy colliders use the term instantaneous luminosity for two colliding beams:

L =
# particles crossing one another

time interval×unit transverse area
=

N1N2

∆tA
, (5.7)

where ∆t = 1/ f is the time interval (inverse frequency) between particle bunches, N1 and
N2 are the number of particles in each bunch, and A is the transverse area of the beam.
Accelerator physicists commonly use instantaneous luminosity with units of inverse area per
unit time, where cm−2 s−1.

— 74 —



5 SCATTERING EXPERIMENTS LUMINOSITY AND CROSS-SECTIONS

Jan Apr Jul Oct

Month in Year

0

20

40

60

80

100

120

140

]
-1

D
el

iv
er

ed
 L

um
in

os
ity

 [f
b ATLAS Online Luminosity

 = 7 TeVs2011 pp  
 = 8 TeVs2012 pp  
 = 13 TeVs2015 pp  
 = 13 TeVs2016 pp  
 = 13 TeVs2017 pp  
 = 13 TeVs2018 pp  
 = 13.6 TeVs2022 pp  
 = 13.6 TeVs2023 pp  
 = 13.6 TeVs2024 pp  

7/24 calibration

Figure 32: Integrated luminosity delivered to ATLAS Experiment. This shows the inte-
grated luminosity

∫
L dt of the LHC delivered to ATLAS Experiment during different years.

Figure: ATLAS Luminosity Group.

The number of scattering events Nevents is given by

Nevents = σ
∫

L dt, (5.8)

where σ is the total scattering cross-section and instantaneous luminosity L . We can also
express this differentially in time as the event rate Revents =

dNevents
dt . The experimental cross-

section σ harbours all the physics of the interaction while L is a machine parameter. As
scattering cross-sections of elementary particles are tiny, particle physicists use the unit barn

1barn = 1015 fb = 10−24 cm2. (5.9)

The LHC has integrated luminosities reaching

L = σ
∫

L dt = 10−34 cm−2 s−1 = 10nb−1 s−1 ≈ 100fb−1 year−1. (5.10)

So the colloquialism “amount of data taken” in a year is usually expressed in units of inverse
area fb−1. The actual delivered luminosities to ATLAS are displayed in figure 32. So if
there is an process that has a cross-section σ = 20 fb, a machine delivering an integrated
luminosity of L = 100 fb−1 would produce around N = σL = 2000 events of that process.
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5.3 Fermi’s golden rule

This is a review of the standard non-relativistic derivation found in all quantum mechanics
textbooks, which is sketched here for completeness. This applies time-dependent perturba-
tion theory to model the time evolution of dynamics induced by a small perturbation. We
start with the unperturbed Hamiltonian Ĥ0 and a small λ ≪ 1 time dependent perturbation
Ĥ1(t) to give

Ĥ = Ĥ0 +λ Ĥint(t). (5.11)

We can express the time dependent state |ψ(t)⟩ as a linear superposition of the eigenstates of
Ĥ0

|ψ(t)⟩= ∑
n

cn(t)e−iE(0)
n t |n(0)⟩ (5.12)

Substituting this into the time-dependent Schrödinger equation id|ψ⟩
dt = Ĥ|ψ⟩ then multiply-

ing through by the final state ⟨ f (0)| gives

dc f

dt
=

1
i ∑

n
cnei(E(0)

f −E(0)
n )t⟨ f (0)|Ĥint|n(0)⟩. (5.13)

We now approximate using perturbation theory by expanding cn as a power series in λ :
cn(t) = c(0)n +λc(1)n + . . . . Equating the first order terms gives the 1st order correction to the
expansion coefficients

c(1)f (t) =
1
i ∑

n
c(0)n

∫ t

t0
ei(E(0)

f −E(0)
n )t ′⟨ f (0)|Ĥint|n(0)⟩dt ′. (5.14)

Consider the case where at t = 0, the system is in the ‘initial’ state |i⟩ such that c(0)n = 1 is
non-zero only for n = i. Equation (5.14) becomes

c(1)f (t) =
1
i

∫ t

0
ei∆E f it ′⟨ f (0)|Ĥint|i(0)⟩dt ′, (5.15)

where ∆E f i ≡ E(0)
f −E(0)

i . Evaluating the integral gives

c(1)f (t) =
1
i
⟨ f (0)|Ĥint|i(0)⟩

ei∆E f it−1
i∆E f i

. (5.16)

Taking the modulus square of this gives the probability of transition from |i(0)⟩ to | f (0)⟩ due
to the perturbation

Pi→ f = |c(1)f (t)|2 = |⟨ f (0)|Ĥint|i(0)⟩|2t2sinc2
(

∆E f it
2

)
, (5.17)
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where sinc(x) ≡ sin(x)/x. Let the perturbation induce a transition into a continuum set of
final states | f ⟩ with a continuous energy spectrum E f → E(p f ) where p f is the momentum.
The transition probability is as given by (5.17) integrating over the final continuum set of
states

Pi→ f =
∫ ∞

0

∣∣⟨ f |Ĥint|i⟩
∣∣2 t2sinc2

(
∆E f it

2

)
dp f , (5.18)

where sinc(x)≡ sin(x)/x. Changing variables of the argument of the sinc function

q =
∆E f it

2
, dq =

dE(p f )

dp f
dp f

t
2
. (5.19)

We introduce the density of states

ρ(E f ) =
dp f

dE f
, (5.20)

which measures the quantity of continuum final states contained within [p f , p f +dp f ] given
an energy interval [E f ,E f +dE f ]. We assume the transition amplitude ⟨ f |Ĥint|i⟩ occurs on a
much faster timescale than measurements involving the time evolution of q so is effectively
time-independent. We can therefore take ⟨ f |Ĥint|i⟩ out of the time integral and extend the
limits to ±∞

Pi→ f ≃ 2tρ(E f )|⟨ f |Ĥint|i⟩|2
∫ ∞

−∞
sinc2(q)dq. (5.21)

The integral evaluates to π . Differentiating with respect to time gives the rate of transition
probability to the continuum set of states

dPi→ f

dt
= 2π |⟨ f |Ĥint|i⟩|2︸ ︷︷ ︸

dynamics

ρ(E f )︸ ︷︷ ︸
kinematics

. (5.22)

This is the Fermi golden rule. This tells us the rate w f i =
dPi→ f

dt of an initial state |i⟩ to
transition into final state | f ⟩. The matrix element M f i = ⟨ f |Hint|i⟩ captures the dynamics
of the Hamiltonian Hint represented by Feynman diagrams, while ρ(E f ) captures kinematics
and is sometimes called phase space.

(
Transition

rate

)
= 2π×

(
Feynman
diagrams

)
×
(

Phase
space

)
. (5.23)

This holds when the time scale for transition |i⟩ → | f ⟩ is much faster than the measurement
time and the interaction potential is weak compared to the kinetic energies of the incident
particles.
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The cross section is related to the transition probability divided by the flux factor Φinc of
incident particles

σ =
2π

Φinc

∣∣M f i
∣∣2 ρ(E f ). (5.24)

Given particles in incident beams 1 and 2, we can write the Lorentz invariant (frame inde-
pendent) flux factor in various forms

Φinc = 2E12E2 |v1−v2| (5.25)

= 4
√

(p1 · p2)2−m2
1m2

2 (5.26)

= 2
√
(s−m2

1−m2
2)

2−4m2
1m2

2. (5.27)

This simplifies for the cases of ultrarelativistic incident particles s≫ m1,2. For fixed-target
experiments with particle 2 at rest, this reduces to

Φfixed-target
inc = 2E12m2|v1|. (5.28)

The cross-section for two particles colliding with energy E1 and E2 is,

σ12→X =
1

2E12E2

1
|v1− v2|

2π
∣∣M f i

∣∣2 ρ(E f ). (5.29)

In real experiments, a particle detector might only see a small solid angle of scattered events.
Therefore, it is useful to define the differential cross-section dσr/dΩ for the number of
events scattered into a particular solid angle dΩ = sinθdθdφ as:

dN
dΩ

=
dσr(θ ,φ)

dΩ
×
∫

L dt. (5.30)

5.4 Density of states

We now study the study the density of states ρ(E f ) in more detail. In non-relativistic quantum
mechanics, textbooks consider a free particle with wavefunction ψ(x)=Ne−i(Et−pxx) in a box
of length L. Requiring the modulus square of the wavefunction to integrate to unity (to gives
a probability) fixes the normalisation N:

∫ L

0
ψ∗ψ dx = 1, ⇒ N =

1√
L
. (5.31)
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Periodic boundary conditions for a particle in a box ψ(x+L) = ψ(x) implies eipx = eip(x+L).
Expressing unity as a periodic complex number 1 = ei(2πn) for integer n, the momenta are
quantised:

ei(pL) = 1 = ei(2πn), ⇒ pn =
2πn

L
. (5.32)

We can then write how many states squished into the (infinitesimal) interval [n,n+dn] have
momentum [p, p+dp] as

dn =
dp
2π

L. (5.33)

In the final calculations, every final state particle will introduce a factor of 1/L in the ma-
trix element squared |M f i|2. This cancels with the L in the density of states factor, so we
can henceforth drop the factors of L. Generalising this to the four dimensions of energy-
momentum, we can write this in terms of the infinitesimal four-momentum space volume
d4P= dEdpxdpydpz

d4n =
d4P

(2π)4 . (5.34)

This turns out to be Lorentz invariant and many textbooks write this in a form with physical
constraints, namely that the final-state particles are on their mass shell P2 = m2 imposed
and they have positive mass m > 0. Formally, they do this by integrating over the energy
component of the four-momentum P0 = E using a Dirac delta function41 (2π)δ (P2−m2) for
the on-mass-shell condition and a step function to enforce mass positivity42 m > 0, yielding:

d3n =
d3p
(2π)3

∫ dE
2π

(2π)δ (P2−m2) =
d3p f

2E f (2π)3 . (5.35)

We can perform the integral using a change of variables x = E2,dx = 2EdE. Every final state
particle with momentum p f comes with a factor of phase space and one set of delta functions
(with factors of (2π)4 for Fourier normalisation) to impose energy-momentum conservation
(2π)4δ (4)(∑ f P f −∑iPi) momentum conservation:

d(3N)nLIPS = (2π)4δ (4)

[
∑

f
P f −∑

i
Pi

]
N

∏
f=1

d3p f

2E f (2π)3 , (5.36)

where Pi( f ) are the initial-state (final-state) four-momenta. What is the physical meaning of
all this? This tells us that the density of available states is related to the momentum available
to the final states.

41The delta function is defined by
∫ ∞
−∞ δ (x−a) f (x)dx = f (a) and

∫ ∞
−∞ δ (x)dx = 1.

42The Heaviside step function is defined as Θ(m) = 1 for m > 0, Θ(m) = 0 for m < 0.
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Figure 33: Spherical coordinates. Momentum expressed in spherical coordinates with
infinitesimal angular elements d3p = p2dpdΩ, where the solid angle is dΩ = sinθdθdφ .
Drawing adapted from I. Neutelings.

Two body final state

We can calculate the density of states for the simplest case of two particles in the final state.
Using the situation set up in figure 3.12, we have to write

dn =
d3p1

2E1(2π)3
d3p2

2E2(2π)3 (2π)4δ (E1 +E2−ECM)δ (3)(p1 +p2) (5.37)

Integrating over d3p2 imposes momentum conservation as the delta function fixes p1 =−p2.
We denote this final-state momentum p f = p1 =−p2 with subscript f :

dn =
1

2E12E2

d3p f

(2π)2 δ (E1 +E2−ECM). (5.38)

We now write d3p f in spherical coordinates d3p f = p2
f dp f dΩ, where p f ≡ |p f | and dΩ is

the solid angle visualised in figure 33. To help integrate the delta function, we perform the
substitution x = E1 +E2−ECM then use the chain rule because Ea = Ea(p f ) is a function of
p f :

dx =
(

dE1

dp f
+

dE2

dp f

)
dp f =

(
p f

E1
+

p f

E2

)
dp f =

(
E1 +E2

E1E2

)
p f dp f , (5.39)

where the second equality differentiated the energy-momentum relation

E2
a = p2

f +m2
a⇒

dEa

dp f
=

p f

Ea
. (5.40)
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We can now substitute dp f from the change of variables (5.39) to convert equation (5.38)
into an integral over x:

dn =
1
4

p f

E1 +E2

dΩ
(2π)2 δ (x)dx. (5.41)

Performing the delta function integration gives unity and enforces x = 0⇒ E1 +E2 = ECM,
yielding the two-body phase space expression:

dntwo-body =
p f

ECM

dΩ
(4π)2 . (5.42)

Given how often processes have two particles in the final state, this is a very useful result.
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6 Electron–position annihilation

We now illustrate all these concepts in a concrete and classic calculation of QED, the ‘hydro-
gen atom of particle physics’. This is electron–positron annihilation via the electromagnetic
interaction to produce a muon–antimuon pair:

e−e+→ γ → µ−µ+. (6.1)

The corresponding Feynman diagram with momenta labelled looks like this:

P1

P2
Q

P4

P3

γ

e−

e+

µ+

µ−

(6.2)

This is the only tree-level Feynman diagram for e−e+→ µ−µ+, making it among the sim-
plest QED process to calculate with high pedagogical value. Indeed we cannot write down
a t-channel diagram that is possible for e−e+ → e−e+ (figure 25a) because one QED ver-
tex cannot change an electron to a muon (QED conserves flavour). Such calculations will
nonetheless find renewed experimental importance at the highest energies in the coming
decades because the likely successor to the Large Hadron Collider will be an e−e+ machine
to study the Higgs boson precisely.

There are various techniques to calculate the quantum amplitude of figure 6.2. In QFT
classes, you will likely learn Dirac gamma matrix algebra with spinor trace sum identities,
which are powerful algorithms. However, we shall analyse the helicity amplitudes (e.g.
Larkoski and Thomson textbooks) to expose the underlying physics. We take the ultra-
relativistic limit m→ 0 from the outset and invoke various physical principles to further
reduce the calculation to a handful of matrix multiplications that is tolerable with pen and
paper.

Dimensional analysis prelude As usual in physics, it is useful to get a feeling for how the
answer should depend on key physical quantities before commencing an extended calcula-
tion. First, we can work in the centre-of-mass frame to let the four-momenta of the electron,
positron and (virtual) photon be

Pe− =

(
Ee

p

)
, Pe+ =

(
Ee

−p

)
, Qγ = Pe−+Pe+ =

(
2Ee

0

)
. (6.3)
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The cross-section (with dimensions length squared) must be proportional to the inverse
square of centre-of-mass energy (given (h̄c)2 having units of length-energy squared). Mean-
while, we count there are two electromagnetic vertices in the Feynman diagram giving a
factor of e2 for the amplitude, which upon squaring gives e4 = (4παEM)2.

The Feynmann diagram (figure 6.2) has 2 vertices involving particles of unit charge. The
vertex factor is then

g2
EM = 4παEM

The only scale in our system is the centre-of-mass energy, so we can write with the Mandel-
stam variable s = E2

CM = (2Ee)
2 and can assemble our dimensional analysis expectation

σ ∝
α2

EM
s

. (6.4)

Remarkably, this by itself is only a factor of 4π/3 different from the full calculation that
account for all the flux, spin and phase space factors if you take a sneak peek ahead to
equation (6.24).

We can also obtain the correct (1+ cos2 θ) angular dependence in the differential cross-
section, by arguing the photon mediator means we can write the circular polarisation vectors
(0, i,±1,0) then performing a rotation in the polar angle.

6.1 Spinor–helicity analysis

Naïvely inspecting the process e−e+ → µ−µ+, we see 4 distinct particles in the problem
(electron, positron, muon, antimuon), each of which can have one of two charges (+,−) and
two helicities (L, R), giving 16 possible distinct combinations. Fortunately, we are physicists
who can invoke the physical argument of angular momentum conservation to reduce this
down to only four possibilities. The photon is spin 1, so the combination of spin for the
initial and final states must also sum to 1 to respect angular momentum conservation. To see
what these combinations are, we see forbidden combinations are those whose helicity states
are in opposite directions:

⇒ R

pe−

⇐ R

−p e+ spin 0⇒ forbidden

(6.5)

By contrast, these helicity states intuitively sums to spin one and is therefore allowed:

⇒ R

pe−

⇒ L

−p e+ spin 1⇒ allowed

(6.6)

— 83 —



6 ELECTRON–POSITION ANNIHILATION SPINOR–HELICITY ANALYSIS

This applies to both initial and final states so the only allowed helicity combinations are ones
where the particle-antiparticle pair have opposite helicity such that the spin sums to one:

e− e+ → µ−µ+

R L → R L

R L → L R (6.7)

L R → R L

L R → L R

Charge conjugation & flavour universality

We can further halve the number of distinct amplitudes we need to explicitly calculate. Com-
plex conjugation of an initial state vertex gives us a final state vertex




e−R (P1)

e+L (P2)

= v†
L(P2)σ µuR(P1)




∗

= u†
R(P1)σ µvL(P2) =

e+R (P1)

e−L (P2)

(6.8)

This means complex conjugation of an amplitude A ∗ swaps initial with final states and
inverts their charge. Moreover, the photon interacts identically to electrons and muons i.e.
QED respects flavour universality, so we are free to exchange flavour labels e↔ µ and the
amplitude remains the same. These two facts mean we can write these equalities

A ∗ (e−R e+L → µ−R µ+
L
) ∗
= A

(
µ−L µ+

R → e−L e+R
) e↔µ

= A
(
e−L e+R → µ−L µ+

R
)
. (6.9)

Given the final cross-section is always the modulus square of the amplitude σ ∝ A ∗A =

|A |2, these equalities imply we can reduce our problem to only having two distinct ampli-
tudes to evaluate:

|ARL→RL|2 = |ALR→LR|2 , (6.10)

|ALR→RL|2 = |ARL→LR|2 . (6.11)

Calculating spinor currents

Let us take the negatively (positively) charged particle as having momentum pointing +p
(−p). After all these simplifications, we are left with only having to calculate two combina-
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tions

ℓ−p ℓ+−p Calculate

R L v†
Lσ µuR (6.12)

L R v†
Rσ̄ µuL (6.13)

With the initial states are aligned along the the z axis, the vector p points (θ ,ϕ) = (0,0)
in spherical coordinates. To obtain p→ −p, we invert through the origin (called a parity
transformation), which implies θ → π − θ ,ϕ → ϕ + π , so the −p vector points (θ ,ϕ) =
(π,π). We insert this into eq. (3.87), which allows us to evaluate the spinors

uR(p) =
√

2E

(
1
0

)
, vL(−p) =

√
2E

(
0
i

)
, (6.14)

uL(p) =
√

2E

(
0
−1

)
, vR(−p) =

√
2E

(
−i
0

)
. (6.15)

For each of the four components we have to evaluate the action of the Pauli matrices on the
spinors for each of the four vector components equation (3.51):

v†
Lσ µuR = 2E(0 − i)

(
I
σσσ

)(
1
0

)
= 2E




0
−i
1
0


 , (6.16)

v†
Rσ̄ µuL = 2E(i 0)

(
I
−σσσ

)(
0
−1

)
= 2E




0
i
1
0


 . (6.17)

Interestingly, this is precisely proportional to the two independent (circular) polarisation
states of the photon ε⟲µ ,ε⟳µ that we learn in the classical theory of electromagnetic waves.

The final-state µ−µ+ pair cannot be created with any preferred direction ϕ in the x-y
plane (the two 3-momentum vectors must sum to zero) because the initial state e−e+ had no
overall linear momentum in the x-y plane. Nonetheless, we let the µ−µ+ pair have any θ and
account for these possibilities by rotating the µ−µ+ vector in the x-z plane via the rotation
matrix Rθ :

Rθ

[
v†

Lσ µuR

]
=




1 0 0 0
0 cosθ 0 sinθ
0 0 1 0
0 −sinθ 0 cosθ







0
−i
1
0


=




0
−i cosθ

1
isinθ


 (6.18)
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6.2 Scattering amplitude and cross-section

Finally putting it all together with the photon propagator ηµν/Q
2, with Q2 = 2E, this results

in a four-vector dot product to obtain the two unique amplitudes:

ALR→RL =
[
u†

Rσ̄vL

]
·
[
Rθ v†

LσuR

]
=−e2(1+ cosθ), (6.19)

ARL→RL =
[
v†

Lσ̄uR

]
·
[
Rθ v†

LσuR

]
=−e2(1− cosθ). (6.20)

Traditionally, electron-positron accelerators do not collide beams with known polarisation
state, so half they time for each electron and positron they are in the L state and the other half
R state. Moreover, particle detectors cannot directly measure the spin state of each outgoing
muons so we sum over the four non-zero amplitudes. This gives the overall amplitude as:

1
4 ∑

spins
|M |2 = 1

4

(
2
∣∣e2(1+ cosθ)

∣∣2 +2
∣∣e2(1− cosθ)

∣∣2
)
= e4(1+ cos2 θ). (6.21)

Assembling this in the Fermi golden rule and phase space for two ultrarelativistic particles
gives the differential cross-section as a function of cosθ :

dσ(e−e+→ µ−µ+)

dcosθ
=

πα2
EM

2s
(1+ cos2 θ). (6.22)

To obtain the total cross-section, integrate over the full range of cosθ :

σ =
πα2

EM
2s

∫ 1

−1
(dcosθ)(1+ cos2 θ), (6.23)

which gives the final result:

σ(e−e+→ µ−µ+) =
4
3

πα2
EM
s

. (6.24)

This can be compared with the PETRA accelerator at DESY as precision tests of QED at
high energies (figure 34b). At higher-energies, the Z boson resonance exchange becomes
important, which is shown later in figure 102 when we discuss electroweak interactions.

6.3 Breit–Wigner resonances

In s-channel annihilation reactions like e−e+→ X → µ−µ+, intermediate resonances with
non-zero mass can appear as X such as a Z boson. We can consider reactions of the form
i→ X → f with an unstable intermediate state X , which we describe as a Breit–Wigner
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Fig. 1 PETRA and its 4 experimental halls on the DESY site (dash-dotted boundary)

operated as synchrotron radiation source, and from 2007 to 2009 was converted into a highly brilliant X-ray source,
PETRA-III.

With PETRA and four large experimental setups starting to operate in 1979, DESY became a nationally funded,
yet internationally used research laboratory in the field of particle physics. Fig. 1 schematically shows the PETRA
collider, with its 4 experimental halls and experiment sites.

3 The JADE detector and collaboration—planning, set-up and operation

3.1 Planning

The initial founders of the JADE collaboration were Joachim Heintze, Professor at the Physikalisches Institut of
Heidelberg University, Masatoshi Koshiba, Professor at Tokyo University, and Shuji Orito, scientist at the Max-
Planck-Institute for Physics at Munich and later head of the newly setup Laboratory of International Collaboration
on Elementary Particle Physics (LICEPP) at Tokyo University.

At Frascati, Heintze, at that time spokesperson of the DESY-Heidelberg NaI Lead Glass detector operating at the
DORIS storage ring at DESY, presented a talk on “Ideas how to use the DESY-Heidelberg Equipment at PETRA”
and pointed out the importance to measure as many parameters as possible of all particles emerging from the e+e−

annihilation processes. Orito, at that time member of the DASP experiment at DORIS, presented “A 4π Detector
with good Electron and Muon Identification” and also stressed the importance of obtaining the most complete and
precise information on the kinematics of PETRA collision events. Furthermore, Robin Marshall from Daresbury
Lab (UK) reported ideas on “A Magnetic Detector with Lepton and Photon Identification”, and Wulfrin Bartel
from DESY and the University of Hamburg, like Heintze member of the DESY-Heidelberg experiment, presented
plans for an “Electron-Hadron Calorimeter for PETRA”.

As these proposals were based on the same basic principles, it was natural that Heintze, Orito, Marshall, Bartel
and colleagues joined forces and proposed a new magnetic detector to be operated at PETRA, with maximum
sensitivity for measuring the parameters of leptons and hadrons over (close to) the full solid angle. Heintze and
Orito also involved Rolf Felst, senior scientist at DESY and head of the DESY F22 group, and member of DASP
as well.

The initial plan included a high-resolution detector for charged particles within a magnetic coil of 30 cm radius—
basically following the parameters of the DESY-Heidelberg experiment. Rolf Felst and Dieter Cords suggested a
coil radius of at least 1 m. Joachim Heintze and his group, being in charge for construction of the tracking chamber,
took up this proposal—which later proved to be an essential decision for the scientific success of the detector.

123

(a) PETRA Collider, DESY [48] (b) e−e+→ µ−µ+ cross-section vs
√

s.

Figure 34: PETRA collider tests of QED. Plot from Hazel and Martin (1984)

resonance. We can write the wave function ψt of a state with energy E0 and lifetime τ = 1/Γ
is

ψt = ψ0e−iE0te−t/2τ = ψ0e−(iE0+Γ/2)t . (6.25)

The evolution of ψt as a function of time as a function of energy ψE is given by the Fourier
transform

ψE =
∫

e−iEtψt = ψ0

∫
e−t[i(E0−E)+Γ/2] dt ∝

1
(E−E0)− iΓ/2

(6.26)

The cross-section is then the modulus square σ ∝ ψ∗EψE to give the Breit-Wigner formula.
This describes the cross-section of a reaction i→ X → f in energy E space:

σi→X→ f =
π
p2

in

ΓiΓ f

(E−EX)2 +(Γ/2)2 (6.27)

Multiplying through by (E +EX) and applying E ≈ EX = MX when needed, this is often
rewritten in a form that makes Lorentz invariance more manifest

σi→X→ f =
π
p2

in

ΓiΓ f M2
X

(s−M2
X)

2 +(MX Γ/2)2 . (6.28)

This is a useful phenomenological description of observed unstable particles in experiments.
Here is a list of useful vocabulary often used to describe decays of particles:
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• Natural width Γ = 1/τ: rate of (decay) reaction is inversely related to the rest lifetime
τ , which corresponds to a width in energy units.

• Decay channels X → f , f ∈ {1,2 . . .}: All the possible final states an unstable state
may decay to.

• Partial widths Γ f : the natural width associated with the specific decay channel f .

• Total width Γ = ∑ f Γ f : the sum over all decay channels’ partial widths.

• Branching ratio B f = Γ f /Γ: The proportion of the rate of a particular decay channel
to the total rate of decay.

• Incident momentum pin, momentum of the incident particle.

• System energy s = E2.

• Resonance mass MX : invariant mass of the intermediate resonance.

We can include extra factors accounting for the multiplicity of spins for the resonance state
sX and initial (say two) particles s1,2:

σwith spin
i→X→ f =

2sX +1
(2s1 +1)(2s2 +1)

σi→X→ f

In practice we perform scattering experiments over various system energies E. If an unstable
intermediate state X is produced the cross-section (6.27), and thus probability of decaying
to final state f , enhances. This increases the number of events of f at the energy EX corre-
sponding to the rest mass energy mX c2 of the resonance state.
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7 Vacuum loop effects

During 1947 in New York City, a pair of landmark experiments performed at Columbia Uni-
versity revealed the vacuum is dynamical, laying the foundations for quantum field theory.
No new particles were discovered, yet these results opened a major paradigm shift in physics.
Today, their modern incarnations provide among the most precise tests of quantum field the-
ory.

We discuss the experimental manifestations of three classes of one-loop effects in QED
(figure 35). This serves as the experimental complement to QFT classes, where you learn
the theoretical techniques to calculate loop diagrams. The fundamental problem is that inte-
grating over all internal loop momenta causes divergences. Particle physics textbooks do not
always cover experimental tests of QED loop effects, perhaps because they involve atomic
physics techniques; nonetheless I found the Bettini textbook has some nice experimental
discussion.

7.1 Lamb shift

Solving the hydrogen atom using the Dirac rather than Schrödinger equation shifts the energy
levels by a term of order α2:

En, j =−
13.6 eV

n2

[
1+

α2

n2

(
1

j+1/2
− 3

4n

)]
. (7.1)

The additional relativistic term is small (α2 ≈ 1/18700) compared to the eV scales of the
principal energy levels. This represents the correction from the relativistic motion of an

Dirac theory Lamb shift Lamb shift Magnetic dipole Running coupling

Figure 35: Tree-level (Dirac theory) and one-loop QED diagrams. The Lamb shift arises
from the external electron propagators interacting with a photon loop. The anomalous mag-
netic moment g−2 arises from the electron–photon vertex loop. The running coupling arises
from vacuum polarisation inducing an e+e− pair loop in the photon propagator.
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2S1/2

2S1/2

2P3/2n = 2
Principal energy Relativistic motion Vacuum fluctuations

n = 1

DiracBohrE Lamb shift

2P1/2

2P1/2

10.2 eV

45.2 µeV

4.3 µeV

Figure 36: Hydrogen n = 2 energy levels. These are sketched for the Bohr model solving
the Schrödinger equation with a Coulomb potential, Dirac equation accounting for relativistic
electron motion. The electron interacting with fluctuations in the electromagnetic vacuum
induces the Lamb shift that splits the 2S1/2 and 2P1/2 energy levels otherwise degenerate in
the Dirac model.

electron in the Coulomb potential.
A consequence of spin-orbit coupling is that all the L ̸= 0 states split into e.g. 2P1/2,2P3/2,

with notation nL j. But states with the same principal energy level n and total angular mo-
mentum j but different orbital L number can have degenerate energies (figure 36). This
degeneracy between the 2S1/2 and 2P1/2 states is a predicted by Dirac theory:

∆EDirac = E
(
2S1/2

)
−E

(
2P1/2

)
= 0. (7.2)

To test this degeneracy, Willis Lamb and Robert Retherford performed precision microwave
measurements of the hydrogen fine structure in 1947 [49].

They utilise the usual Zeeman effect of splitting energy levels by applying a magnetic
field to the hydrogen atom. What they measured is shown in figure 38. For nonzero magnetic
field B ̸= 0, they measure energy-level transitions with respect to the reference 2P3/2 state,
where the azimuthal angular momentum states m = +3

2 ,+
1
2 ,−1

2 correspond to the different
branches. The dashed line shows the expectation from Dirac theory alone. The measured
values have lines drawn that extrapolate to a common value for B = 0. There is a clear
systematic shift of around a 1000 megacycles per second (megahertz), which was measured
(more precisely by 1952) to be

∆ELamb = 1057.8±0.1 MHz = 4.3747±0.0004 µeV. (7.3)
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γ

e− e−

Figure 37: Mass renormalisation loop.
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FIG. 1. A typical plot of galvanometer deflection due to
interruption of the microwave radiation as a function of
magnetic field. The magnetic field was calibrated with a
Hip coil and may be subject to some error which can be
largely eliminated in a more refined apparatus. The width
of the curves is probably due to the following causes.
(1) the radiative line width of about 100 Mc/sec. of the ~I'
states, (2) hyperfine splitting of the ~S state which amounts
to about 88 Mc/sec. , (3) the use of an excessive intensity
of radiation which gives increased absorption in the wings
of the lines, and (4) inhomogeneity of the magnetic field.
No transitions from the state 2'Sg(m= ——,') have been
observed, but atoms in this state may be quenched by
strav electric fields because of,:- the more nearly exact degen-
eracy with the Zeeman pattern of the 'I' states.
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detector does not respond to atoms in the ground
state. Such a transition may be induced by the
application to the beam of a static electric field
somewhere between source and detector. Transi-
tions may also be induced by radiofrequency
radiation for which kv corresponds to the energy
difference between one of the Zeeman components
of 2'5~ and any component of either 2'P; or 2'P3/&.
Such measurements provide a precise method for
the location of the 2'S~ state relative to the I'
states, as well as the distance between the latter
states.
We have observed an electrometer current of

the order of 10 '4 ampere which must be ascribed
to metastable hydrogen atoms. The strong
quenching effect of static electric fields has been
observed, and the voltage gradient necessary for
this has a reasonable dependence on magnetic
field strength.
We have also observed the decrease in the

beam of metastable atoms caused by microwaves
in the wave-length range 2.4 to 18.5 cm in various
magnetic fields. In the measurements, the fre-
quency of the r-f is fixed, and the change in the
galvanometer current due to interruption of the
r-f is determined as a function of magnetic field

80000 |000 2000
MAGNETlC FIELD -(GAUSS)

3000

FIe. 2. Experimental values for resonance magnetic
fields for various frequencies are shown by circles. The
solid curves show three of the theoretically expected
variations, and the broken curves are obtained by shifting
these down by 1000 Mc/sec. This is done merely for the
sake of comparison, and it is not implied that this would
represent a "best fit." The plot covers only a small range
of the frequency and magnetic field scale covered by our
data, but a complete plot would not show up clearly on a
small scale, and the shift indicated by the remainder of
the data is quite compatible with a shift of 1000 Mc.

strength. A typical curve of quenching versus
magnetic field is shown in Fig. 1. We have
plotted in Fig. 2 the resonance magnetic fields for
various frequencies in the vicinity of 10,000
Mc/sec. The theoretically calculated curves for
the Zeeman effect are drawn as solid curves,
while for comparison with the observed points,
the calculated curves have been shifted down-
ward by 1000 Mc/sec. (broken curves). The
results indicate clearly that, contrary to theory
but in essential agreement with Pasternack's
hypothesis, ' the 2'Sq state is higher than the
2'PI by about 1000 Mc/sec. (0.033 cm ' or about
9 percent of the spin relativity doublet separation.
The lower frequency transitions 'SI(m =—', )~
'PI(m= &-,') have also been observed and agree

Figure 38: Lamb–Retherford measurement of Lamb shift. Figure: Ref. [49].

This is a watershed moment in physics. It shows that the electromagnetic field is not static,
as assumed in classical physics. The field itself is quantum mechanical and therefore exhibits
quantum fluctuations, imparting measurable dynamics onto the electron.
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7.2 Anomalous magnetic moment

Also working at Columbia in New York, Polykarp Kusch and Henry Foley measured the
magnetic moment of the electron to high precision [50, 51]:

gs = 2(1.00119±0.00005). (7.4)

This is the proportionality constant prefixing the Hamiltonian for a magnetic moment in an
external field:

H =−µµµ ·B =− gse
2m f

S ·B. (7.5)

The relevant tree-level and one-loop QED vertex diagrams for the g-factor are:

4
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FIG. 7. Annihilation no proton.
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µ f ·B =
g f e
2m f

S ·B (7)

(7.6)

The value of 2 is predicted by the Dirac equation and the one-loop α/π contribution. This
one-loop correction to the QED vertex was first calculated by Julian Schwinger in 1948 [52]:

a1-loop
e =

ge−2
2

=
α
2π
≃ 0.00116. (7.7)

Calculating this is somewhat involved and is taught in an advanced quantum field theory
class covering renormalization.

Today, the state-of-the-art experimental and theoretical values are simply astounding.
The most accurate value of ae is measured by an electron cyclotron Penning trap at North-
western University [2]. The main idea for their direct measurement is that the cyclotron ωc

spin-precession ωs frequencies are equal for g = 2:

ωωωc =−
eB
γm

cyclotron charged particle in B field, (7.8)

ωωωs =−
eB
γm

[
1+ γ

(
g−2

2

)]
Larmor precession of spin in B field. (7.9)

Their measured differences are therefore approximately related to the anomalous precession
frequency ωa ≃ ωc−ωs ∝ g−2:

ωa ≃ ωc−ωs ∝
g−2

2
e
m

B. (7.10)
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B
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momentum
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Figure 39: Penning trap spin-precession measurement schematic. This shows the spin
precession and momentum vectors for g = 2 and g ̸= 2. Figures: tikz.net.

The main experimental aspect that needs to be known very well is the magnetic field B.
This is compared to theory predictions from 10th order QED calculations, which require

inputs from fine-structure constant αEM measurements at Paris [3] and Berkeley [53]. The
state-of-the-art values are displayed in figure 41 with all the digits spectacularly printed [54]:

aexp
e (cyclotron) = 0.00115965218059(13) [2], (7.11)

atheory
e

(
αRb

EM

)
= 0.001159652182037(720)αRb

EM
(11)theory (12)hadron [3] (7.12)

atheory
e

(
αCs

EM

)
= 0.001159652181606(229)α Cs

EM
(11)theory (12)hadron [53]. (7.13)

The three parentheses refer to the uncertainties from fine-structure constant measurements
(αEM), numerical evaluation of the tenth-order loop calculations (theory), and the hadronic
contributions (hadron). At tenth order in αEM, there are 12,672 diagrams correcting the
vertex calculations involving mesmerising loop diagrams [55], ten of which are shown in fig-
ure 40. Even more remarkably, the dominant uncertainty on these calculations arise from ex-
perimental systematic uncertainties in the measurements of the fine-structure constant αEM.
The Standard Model does not predict the value of αEM, which is why we must measure it
independently.

Fine structure constant measurements are independently performed using the atomic
recoil method [3, 53]. This measure the recoil velocity vrec = h̄k/M of a cold atom with
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Figure 40: Example digrams from tenth order QED. Image: Ref. [55]

mass M when absorbing a photon with momentum h̄k from an external laser. This determines
the ratio h/M which can be related to the fine structure constant via the Rydberg formula:

α2
EM =

2R∞
c

M
me

h
M
. (7.14)

The prefactors to h/M are known to extraordinary accuracy from CODATA [56]: the Rydberg
constant R∞ is known to parts per trillion (ppt) from hydrogen spectroscopy, while the atom-
to-electron mass ratio M/me is determined from the relative atomic mass being 69 (30) ppt
for rubidium (electron).

Evidently, resolving the tension between the two measurements of αEM made by rubid-
ium and caesium atoms is essential to make progress in testing the Standard Model. Nonethe-
less, that we are confronting discrepancies at better than parts per trillion is just spectacular
for experiment and theory. These are monumental triumphs of scientific inquiry.

7.3 Running coupling

Another profound consequence of quantum field theory is that couplings we initially call
‘constants of nature’ actually depend on the energy at which we measure them. The un-
derlying physical effect is vacuum polarisation. The physical picture is that the vacuum
around a particle actually polarises i.e. the vacuum is surrounded by a cloud of positive and
negative particles (figure 42). These electron-positron (−+) pairs are spontaneously created
and annihilated from the vacuum as quantum fluctuations. The higher the energy the particle
we use to probe another, the more we probe this polarisation. This picture means far away
from the electron, we see a lower effective charge because the positive charges cancel out the
negative charge of the electron.

But if we accelerate a probe particle with high momentum, this can wade through the
cloud of virtual particles and see a higher effective charge. This leads to the notion that the
measured electromagnetic coupling increases with momentum transfer due to the existence of
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accuracy on α by a factor of 2.5 over the previous caesium recoil meas-
urement3 but, most notably, it reveals a 5.4σ difference from this latest 
measurement.

We built a dedicated experimental setup and implemented robust 
methods to control systematic effects. By accelerating atoms up to 
6 m s−1 in 6 ms and using typical two-photon Raman transitions as beam 
splitters for the matter waves, we obtained a relative sensitivity on 
the recoil velocity of 0.6 ppb in 1 h of integration (0.3 ppb on α). This 
sensitivity is more than three times better than that obtained using 
the best atom interferometer based on multi-photon beam splitters3, 
although the latter technique is expected to provide a substantial gain 
in sensitivity with respect to Raman transitions15,16.

The unprecedented sensitivity of our atom interferometer enables us 
to experimentally evaluate and mitigate several systematic biases. We 
recorded data with different experimental parameters, reinforcing the 
overall confidence of our error budget. We also implemented a Monte 
Carlo simulation that includes both the Ramsey–Bordé atom interfer-
ometer and the Bloch oscillations process. This code models precisely 
the underlying physics of our interferometer and provides an accurate 
evaluation of systematic effects, consistent with experimental results.

Experiment
Our experimental method is illustrated in Fig. 2. The basic tools of our 
experiment are Bloch oscillations in an accelerated optical lattice, 
which enable the coherent transfer of a precise number of photon 
momenta to the atoms (typically 1,000ħk), and a matter-wave inter-
ferometer that measures the phase shift due to the change in velocity 
of the atoms. As in the optical domain, atom interferometry needs 
tools to split and recombine atomic wave packets; this is accomplished 
by a sequence of light pulses. The probability of detecting atoms in a 
given internal state at the output of the interferometer is a sinusoidal 
function of the accumulated phase difference along the two paths. 
Thus, the measurement of atomic populations enables the evalua-
tion of the phase shift. Using the combination of the Ramsey–Bordé 
interferometer configuration and Bloch oscillations, the phase shift 
is proportional to the ratio h/m (ref. 17).

We produce a cold rubidium sample using an optical molasses in 
the main chamber. Then, atoms are transported to the interferom-
etry area, a 70-cm-long tube surrounded by a two-layer magnetic 

shield. The magnetic field is controlled to within 50 nT. To that end, 
we use an atomic elevator based on two Bloch oscillation pulses 
(acceleration/deceleration)17. These are performed using two vertical 
counter-propagating laser beams, the frequency difference of which is 
swept to create an accelerated standing wave. Atomic trajectories are 
precisely adjusted by controlling this frequency difference. Between 
the two Bloch oscillation pulses of the elevator, we apply two Raman 
pulses to prepare atoms in a well defined atomic internal state (see 
Fig. 2b). Raman transitions occur between the two hyperfine levels 
of the ground state of the rubidium atom and are also implemented 
using two vertical counter-propagating laser beams (with wave vectors 
k1 = −k2 and kR = k1 ≈ k2). Their frequency difference ωR is controlled to 
compensate precisely the Doppler shift induced by the accelerations 
of the atoms.

The atom interferometer is illustrated in Fig. 2c. It is implemented 
with two pairs of π/2 Raman pulses. Each pulse acts as a beam splitter by 
transferring a momentum of 2ħkR to an atom with a probability of 50%. 
The first pair creates a coherent superposition of two spatially sepa-
rated wave packets in the same internal state with the same momentum. 
The second pair recombines the two wave packets. Between the second 
and third π/2 pulses, a Bloch oscillation pulse transfers a momentum 
of 2NBħkB to both wave packets, where NB is the number of Bloch oscil-
lations. The overall phase Φ of the interferometer is given by

Φ T ε k ε
N ħk

m
gT δω φ= 2

2
− − + , (2)R R R B

B B
R LS

⎡

⎣
⎢

⎛

⎝
⎜

⎞

⎠
⎟

⎤

⎦
⎥

where TR is the time between the π/2 pulses of each pair, T is the time 
between the first and the third π/2 pulses, g is the gravitational accelera-
tion, φLS represents the phase corresponding to parasitic atomic level 
shifts and δωR is the difference of the Raman frequencies between the 
first and the third π/2 pulses. εR and εB determine the orientation of 
Raman and Bloch lasers wave vectors, respectively.

The fluorescence signal collected in the detection zone gives the 
number of atoms in each atomic level at the output of the interferom-
eter. Atomic fringes are obtained by measuring the fraction of atoms in 
a given internal state for varying δωR. Using a mean-square adjustment, 
we calculate δωR,0, the frequency for which Φ = 0. Gravity is cancelled 
between upward (εB = 1) and downward (εB = −1) acceleration (see Fig. 2). 
Constant level shifts φLS are mitigated by inverting the direction of the 
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Fig. 1 | Precision measurements of the fine-structure constant. Comparison 
of most precise determinations of the fine-structure constant so far. The red 
points are from ge − 2 measurements and QED calculations, and the green and 
blue points are obtained from measurements of caesium and rubidium atomic 

recoils, respectively. Errors bars correspond to ±1σ uncertainty. Previous data 
are from ref. 34 (Washington 1987), ref. 10 (Stanford 2002), ref. 18 (LKB 2011),  
ref. 9 (Harvard 2008), ref. 2 (RIKEN 2019) and ref. 3 (Berkeley 2018). Inset, 
magnification of the most accurate values of the fine-structure constant.

Figure 41: Fine-structure constant measurements. The determination of the fine-structure
constant via the matter recoil method (blue and green) compared with Penning trap cyclotron
measurements of the electron anomalous magnetic moment ae (red). Figure: Ref. [3].
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Figure 42: Vacuum polarisation as a cloud of virtual particles. Interactions of a low
energy (longer wavelength) particle probing an electron are screened by the cloud, resulting
in a smaller measured coupling. A high energy (shorter wavelength) particle can probe deeper
into the cloud, resulting in a larger measured coupling.

quantum fluctuations. Specifically, the photon propagator receives corrections from fermion
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Figure 43: Bhabba scattering. Tree-level (left) and one-loop (right) vacuum polarisation
diagrams in t-channel exchange.

loops:

Πmeas = + + + . . . (7.15)

We can write the structure of the physical photon propagator Πphys as a perturbative ex-
pansion in the bare coupling α0 and bare photon propagator Π, with each fermion loop
contributing a negative sign:

Πphys = Π+ Πe(−1)I(q2)eΠ0 +ΠeI(q2)e eI(q2)eΠ0− . . . (7.16)

= Π0−α0Π I(q2)Π +α2
0 Π I(q2)Π I(q2)Π− . . . (7.17)

Quantum Field Theory classes teach us how to evaluate loop integral I(q2). We could look
up the result in a textbook [1] to find that the amplitude changes by 1− I(q2):

I
(
q2)= α

3π

∫ Λ2

m2
e

dk2

k2 −
2α
π

∫ 1

0
dx(1− x) ln

[
1− q2x(1− x)

m2
e

]
. (7.18)

We shall now sketch the process of renormalisation in a page. The first term of the loop
integral is famously infinite when integrating over all momentum k. We admit that we cannot
know physics at arbitrarily small distance (or large energy) scales and impose an energy
cutoff Λ. At high momentum transfers q2≫ m2

e limit, the integral becomes

I
(
q2)= α

3π
ln
(

Λ2

−q2

)
. (7.19)

The perturbative expansion to higher loops orders can be summed as a geometric series
S = 1/(1− r):

1− I
(
q2)+

[
I
(
q2)]2−

[
I
(
q2)]3 + · · ·= 1

1+(α/3π) ln(Λ2/Q2)
, (7.20)
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Figure 5: Evolution of the electromagnetic coupling with Q2 determined from the present
measurement of C for 1800 GeV2 < −Q2 < 21600 GeV2, yellow band, and from previous
data for Bhabha scattering at 2.10 GeV2 < −Q2 < 6.25 GeV2 and 12.25 GeV2 < −Q2 <
3434 GeV2 [10]. The open symbols indicate the values of Q2 where α(Q2) was fixed to the QED
predictions [5] in order to infer the values of α(Q2) shown by the full symbols. These QED
predictions are shown by the solid line.
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Figure 44: Running electromagnetic coupling. Electromagnetic coupling as a function of
momentum transfer squared Q2 measured by the L3 Experiment.

where we have defined Q2 = −q2. The net impact of this is a shift in the coupling α(Q2)

constant measured at scale Q2 relative to the bare coupling constant α0

α
(
Q2)= α0

1+(α0/3π) ln(Λ2/Q2)
. (7.21)

We can make measurements of α
(
Q2 = µ2) at a reference mass scale µ (e.g. the electron

mass µ = me), which allows us eliminate α0 by subtracting α−1(Q2)−α−1(µ2) to obtain

α
(
Q2)= α(µ2)

1− [α(µ2)/3π] ln(Q2/µ2)
. (7.22)

This remarkable result shows that by considering only measurable values of α(Q2), we re-
move the dependence on the arbitrary cutoff scale Λ. This is the process of renormalisation
via the cutoff method, and µ is the renormalisation scale. The result is that the coupling
now depends on the momentum scale Q2. The differential equation describing this evolution
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is called the beta function:

∂αEM

∂Q
= β (αEM) =

2α2
EM

3π
. (7.23)

Figure 44 shows high-energy electron-positron accelerator measurements of e+e−→ e+e−

at the L3 Experiment [57]. We can see that measured values at the different energy scales are

αEM(q2→ 0)≃ 1
137

, (7.24)

αEM(q2 = m2
Z)≃

1
128

. (7.25)

In quantum electrodynamics, the effective coupling αEM grows with energy scale.
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